# Title: Pandemic Influenza Mitigation Policy: Local Population Demographics Matter

# Abstract

The 2009 A (H1N1) influenza pandemic demonstrated that society is inadequately prepared to prevent and mitigate the spread of the disease. In this study, a network agent-based model was used to simulate influenza pandemic to determine if demographics play a key role in the application of mitigation resources. The output from the simulation was analyzed with robust and conservative statistical methods, and this study found that demographics play a critical role in the application of scarce pandemic influenza mitigation resources.

The 2009 A H1N1 pandemic demonstrated that society is not well prepared to prevent or mitigate the spread of emerging and reemerging strains of pandemic influenza. Despite the high profile vaccination campaigns in many countries during the 2009 H1N1 pandemic, high levels of vaccination were not achieved [1]. Arguably worse, the 2009 A H1N1 influenza pandemic demonstrated that the global production levels of the A(H1N1)pdm09 vaccine fell well short of the World Health Organization’s vaccine production estimate [2]. Even if the pandemic influenza vaccine can be rapidly produced in massive quantities, the vaccine must be highly effective to prevent the spread of the disease through the population. Unfortunately, the effectiveness of seasonal and pandemic influenza vaccines is highly variable and may not provide adequate protection across all age groups [3]. For these reasons, society cannot solely rely upon pandemic influenza vaccines as a mitigation strategy to protect the public’s health. Until a highly effective and reliable pandemic influenza vaccine is developed, the scientific community must identify cost effective and realistic alternative solutions to prevent the spread of pandemic influenza strains, identify methods to determine which influenza mitigation policies are the most effective, and determine how and where to best deploy limited influenza mitigation resources (e.g., personal protective equipment, antiviral treatment, and prophylaxis)

There have been many studies that have evaluated pandemic influenza mitigation policies (e.g., adult social distancing, child social distancing, quarantines, school closures, and public transportation bans) and mitigation treatments or technologies (e.g., vaccination, household member antiviral prophylaxis, and antiviral treatment) to determine which ones are optimal [4,5,6,7,8,9]. These studies have used a variety of methods to evaluate influenza prevention and response policies, and have predominantly relied upon agent based models, system dynamics models, and epidemiological studies. Most of the agent based and systems dynamics models created after the 2009 H1N1 pandemic used the observed H1N1 attack rate of 1.4 that was collected from retrospective epidemiologic studies [1, 6, 8, 9,10,11,12]. Less frequently, researchers have varied *R0* in pandemic influenza models to determine what effect mitigation strategies have across varying levels of the basic reproductive number. Varying *R0* in pandemic influenza, across all types of models, has demonstrated that effective pandemic mitigation strategies vary as *R0* increases. Specifically, some mitigation strategies work relatively well with low basic reproduction rates (1.2-1.6) and mitigation strategies typically do not work well with higher reproductive rates (*R0* >1.6). For these reasons, understanding the relationship between the disease transmission rate, the age-structure of pandemic influenza cases, and the available mitigation strategies is imperative to creating and implementing effective pandemic influenza mitigation policy.

Although understanding pandemic influenza disease transmission dynamics is important to selecting the best mitigation strategies, the disease’s transmission dynamics are typically not well understood or known until the initial outbreak has been investigated in detail. For example, in the 2009 H1N1 pandemic the first published report indicated three different basic reproductive rates: epidemiologic analyses indicated a *R0* between 1.4 and 1.6 in Mexico and a median *R0* of 1.22 in laboratory confirmed cases [13]. Furthermore, the 2009 type A H1N1 influenza strain probably emerged in September of 2008 and biosurveillance was not able detect the emergence of the disease until April of 2009 in Mexico [14]. Also, previous studies have argued that if severity and the strain’s basic reproductive rate are not highly correlated, then mitigation strategies that reduce mortality may be different than mitigation strategies that reduce prevalence [15]. Since the effectiveness of pandemic influenza mitigation strategies is partially dependent on the strain’s basic reproductive number and strain severity, and disease transmission rates are ambiguous during the initial phase of a pandemic influenza outbreak, using epidemic models to determine which mitigation strategies are most prudent, with an unknown *R0*, has insufficient value to the people who establish influenza control policy and distribute pandemic influenza mitigation resources.

Influenza pandemics are composed of multiple slightly desynchronized local epidemics, and in the United States the demographic data of these local epidemics are easily obtained through publicly available sources [16]. One way to potentially increase the value of pandemic influenza modeling is to incorporate the local population’s demographics into the analysis. Population demographics can be used to infer more specific population characteristics (e.g., family size and structure) and can be used to build more predictive pandemic influenza models. For some time, researchers have known that households with more children have higher incidence of seasonal influenza infections and household structure can be inferred from the demographic composition of a geographic area [17,18,19, 20]. In addition to inferring household contact structure from demographic data, the complexity of contact networks can be inferred from these same data. Glass et al.[21] found that the contact networks vary on location and over time, and, more importantly, that not including demographics into analyses over highly heterogeneous contact networks results in masking critical contact structure features and subsequently causes the selection of inefficacious pandemic influenza mitigation strategies. Previous studies have also found that household crowding, social economic status, race, work leave policies, and transportation types used by the population is correlated with the incidence of influenza like illnesses [22]. Therefore, incorporating the target population’s demographic characteristics into pandemic influenza models may yield more accurate predictions of the spread and burden of the disease. For these reasons, pandemic influenza models should consider the demographic characteristics of the population and the desired outcomes of the policy before ranking mitigation strategies.

This study uses an existing networked agent-based pandemic influenza model developed by National Infrastructure Simulation and Analysis Center (NISAC) to determine: (1) if differences in demographic characteristics communities results in consistent changes in the recommended mitigation strategies during an influenza pandemic; and, (2) whether changes in demographics have consistent or equal effects across all pandemic influenza mitigation strategies.

# Method

*Network agent-based model summary*

The Loki-Infect 3 is a social network agent-based model that was developed by NISAC to study epidemics within local populations and to determine epidemic mitigation strategies [23]. Loki-Infect 3 simulates disease propagation and mitigation strategies using networks of agents that represent individuals of different age classes. The agents are linked to each other and within and among social groups (e.g., households, neighborhoods, school classrooms, businesses) to form contact networks reflective of a structured community where individuals’ social networks overlap (see Supplement A for detailed contact network parameters). Behavioral rules for individuals and network topologies are parameterized to model the spread of influenza under multiple conditions, and the behavioral rules are specified to reflect the target populations’ available mitigation strategies during a simulation.

Simulations begin by creating a community (composed of 10,000 individuals in this study) and then seeding the community with an initial group of randomly selected infected adults (cases). Cases may infect susceptible individuals, depending on their contacts’ age-related susceptibility. In this study, school closure, child social distancing, adult social distancing, household quarantine, antiviral treatment, household member antiviral prophylaxis, adult *and* child social distancing, school closure *and* adult social distancing, and school closure *and* child social distancing were the mitigation strategies simulated with a 90% compliance rate (see Supplement B for detailed definitions of the mitigation strategies).

Mitigation strategies are applied at predefined number of incident cases (10, 30,

100) and mitigation strategies cease within a seven-day period if cases fall below the predefined threshold of (0 or 3). The immediate implementation includes distribution and administration of antivirals, which is a highly optimistic best-case scenario. In the simulation, if the number of cases rises above the implementation threshold, then mitigation strategies are reapplied in additional cycles anytime the number of cases rises above the threshold until there are no cases in the community. When no cases remain in the community the simulation ends.

Inputs for this study were selected to correspond with previous published studies. Population characteristics and contact network structure were generated from model input parameters and were not obtained from the U.S. Census or other surveys for a specific location. Contact network structure emerges from the model’s network generation processes and is parameterized with distributions of scalar values representing the communities’ demographics, assortativity in the network, and stipulated contact patterns. In this study, the community’s demographic characteristics (i.e., sick at home, babysitting, children per household, teens per household, adults per household, household size, and classroom size; Supplement C) were tested to determine: (1) if differences in demographic characteristics communities results in consistent changes in the recommended mitigation strategies during an influenza pandemic; and, (2) whether changes in demographics have consistent or equal effects across all pandemic influenza mitigation strategies. These parameters were selected because of their association with demographics in multiple previous studies [20,24,25,26]. Specifically, the sick at home parameter is used as a proxy for liberal leave polices in schools and workplace; babysitting was used as proxy for workplace policies that enable parents to stay at home with sick children; family size and age structure varies across communities and family’s with larger sizes have higher incidence of infectious diseases; and, classroom size can be inferred from social economic status.

*Model output analysis*

All output analyses were performed with R version 2.13.1 (R Foundation for Statistical Computing, Vienna, Austria). Logistic regression and random forests were performed to assess and rank pandemic influenza mitigation strategies within a simulated population to determine if differences in population demographics affected the effectiveness of multiple pandemic influenza mitigation strategies. Logistic regression and random forest statistical methods are effective at classifying pandemic influenza mitigation strategies while reducing bias and over-fitting. The random forest statistical analysis was chosen for this particular analysis for its high predictive accuracy for many types of data, unique permutation based variable importance ranking methods [27]. Recent work in computational biology has seen an increased use of random forest, owing to its unique advantage in dealing with small sample size, high- dimensional feature space, and complex data structures [28].

The primary concern when these statistical models were fitted was determining a penalty term *λ* for the regression coefficients to penalize the residual sum of squares, and the choice for a given *λ* was performed using cross-validation methods. To address these concerns, the least absolute shrinkage and selection operator (LASSO) and elastic net regression models were used to prevent over-fitting. These methods are a shrinkage method to retain a subset of the predictors, discarding predictors that are attributing redundant information in the predictive power of the logistic regression. In additional to logistic regression, an ensemble learning method random forest, for classification and ranking, of the different pandemic influenza mitigation strategies, was used.

*Validation: reliability of classifying pandemic influenza mitigation strategies*

To assess the accuracy and credibility of the statistical model’s ability to correctly categorize different pandemic influenza mitigation strategies, based on changes in the population demographics, the original data set had to be split into training and test sets. Specifically, test and training sets were created by splitting the original data by taking into account the levels of the response variable by balancing the class distributions within the splits. Then, the predictive power of the statistical model was compared using both training and test sets from the original data set comparing both logistic regression and random forest results to validate the models.

*Logistic regression*

Of the original community, 150 observations were randomly selected and were split into a training and test set (80% and 20%, respectively). The predictor variables used were: stay at home, adults, teens, children, and babysitting. The responses used were the pandemic influenza mitigation strategies (school closure, child social distancing, adult social distancing, household quarantine, antiviral treatment, household member antiviral prophylaxis, adult *and* child social distancing, school closure *and* adult social distancing, and school closure *and* child social distancing). All main effects and two-way effects for the predictor variables were used to determine an appropriate penalty term (*λ*) for the model. The predictor variables were standardized to uniform their contribution to the analysis, this allowed for a balanced interpretation of the model coefficients in terms of their importance rank. Fig 1 illustrates scatter plots of before and after standardized transformations of the babysitting factor for both training and test set. A leave-one-out cross validation approach was used on 122 sub-samples of the training set to determine the penalty term *λ* for each model. For the LASSO model a *λ* = 0.01 was selected and for the elastic net regularization method a *λ* = 0.02 at a *α* = 0.5 statistical significance level where chosen based on the correct classification of the different pandemic influenza mitigation strategies (see Supplement D for the data dictionary).

Fig 2 trace plot depicts nonzero model coefficients as a function of the regularization parameter *log*(*λ*) for the specific response level *P* > *T*. Because there are 15 predictors (5 main and 10 interaction effects) and a linear model, there are 15 curves represented in the graph. The left panel is the LASSO path while the right is for the elastic net path with *α* = 0.5. The extreme left of each path indicates that there are more non-zero coefficients for elastic with a much smaller magnitude than the LASSO path. This is due to the averaging effect of the elastic net penalty, which can be thought of as a combination of ridge and lasso penalties [29]:

A leave-one-out cross-validation method was used to examine the ability of the model to correctly classify the correct pandemic influenza mitigation strategies from the given data and subset selection. A random test set was created using 70% of the original data balancing for the class distributions of the response variable for the test and training sets. Fig 2 portrays the regularization paths for both the LASSO and elastic net methods for the response P>T and shows how the coefficients of each input variable changes as λ changes.

*Variable importance ranking*

Variable importance plots are used as method to assess the predictive accuracy for each variable in the input space using a permutation based approach. A random forest uses a portion of the training set for the variable subset selection process. The remaining observations are termed as out-of-bag samples. These out-of-bag (OOB) samples can then be used to validate classification accuracy for the tree. For a given tree in the forest, the OOB samples are used to record the predictive accuracy. Then, random permutations for a variable in the input space from the OOB samples are then assessed for predictive accuracy. The decrease in predictive accuracy is recorded for all trees and averaged, which become our mean decrease in accuracy. The idea is that if the variable is not important for classification, then changing the value of that variable will not degrade the predictive power of the model. The permutation method is robust in that it takes into account both the individual and interactions for each variable in computing importance. Random forests have a distinct advantage over logistic regression modeling approaches in that they can cope with complex interactions and highly correlated variables. The mean decrease accuracy is mathematically represented by calculating the permutation based variance importance (PBVI) for variable *Xi* as the following [30].

Where  is the error rate of the variable ,  is the error

rate on the permuted variable , and 𝑡 is an individual tree in the forest of 𝑇 trees.

*K-fold variable importance (KFVI) ranking*

Traditional permutation based methods for assessing variable importance give random forests a distinct advantage over other competing methods. These variable importance methods have shown to be biased towards correlated predictor variables, leading to conditional variable importance ranking methods [31]. In addition to conducting the traditional permutation method for assessing variable importance, we purpose a new approach called k-fold variable importance (KFVI) ranking for ranking correlated predictor variables. This approach compares the predictive power of the full model and a subset of the input space to rank variable importance. An added bonus to conducting the variable importance ranking in this manner allows us to quantify the loss in prediction for each input variable (including its interaction effect) as it applies to each category in the output space. This creates a detailed description of variable importance ranking by producing ranking for each category in the output space as opposed to the traditional permutation method. Additionally, further variable importance sampling can potentially be conducted on groups of input variables using the KFVI method for separating the loss of predictive power for main and interaction effects for each pandemic influenza mitigation strategy.

# Results

*Logistic regression (GLM)*

Table 1 illustrates predictions for the fitted models based on the following penalty terms. The LASSO model was able to classify the four different pandemic influenza mitigation strategies with a mean accuracy of 74% (Table 1). The elastic net logistic regression had a mean accuracy of 79%. The results indicate that the reduced model parameters in the LASSO model have a relatively small effect on the predictive power of the model but the elastic net was consistently slightly better than the LASSO algorithm for all models tested. The predictive power for successfully selecting the CS>SA response was consistently the lowest among all four categories throughout the analysis.

**Table 1.** Predictions for LASSO and elastic net fitted models.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| **LASSO** | **CS>P** | **CS>S** | **P>CS** | **P>T** |
| CS>P | 0.75 | 0.25 | 0 | 0 |
| CS>SA | 0.4 | 0.6 | 0 | 0 |
| P>CS | 0 | 0 | 0.8 | 0.2 |
| P>T | 0 | 0 | 0.2 | 0.8 |
| **Elastic Net** |  |  |  |  |
| CS>P | 0.7 | 0.2 | 0.1 | 0 |
| CS>SA | 0.25 | 0.75 | 0 | 0 |
| P>CS | 0 | 0 | 0.8 | 0.2 |
| P>T | 0 | 0 | 0.11 | 0.89 |

Each model was fit using a multinomial model where each class is represented by a linear model. The interpretation of the importance of the variables in LASSO models is difficult since the algorithm tends to select one variable from a group of highly correlated variables and ignores the others. For instance, if two predictors are perfectly collinear then the shrinkage method will select one predictor at random to retain in the model. The elastic net algorithm is less susceptible to dropping correlated variables than LASSO and in general is more reliable in its ability to interpret the importance of coefficients retained in the model. The coefficients for the LASSO and elastic net models can be ranked by importance due to the standardized methods employed. The averaging effect of the elastic net penalty generally retains more non-zero coefficients than the LASSO algorithm and results using the elastic net penalty term are presented below (Table 2).

**Table 2.** Coefficients for multinomial logistic regression model (elastic net).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Parameters** | **CS>P** | **CS>SA** | **P>CS** | **P>T** |
|  |  |  |  |  |
| (Intercept) | 0.54 | -1.16 | 0.7 | -0.08 |
|  |  |  |  |  |
| Adults | -0.02 | 0 | 0 | 0.28 |
| Adults & Children | 0 | -0.16 | 0 | 0 |
| Adults & Teens | -0.45 | -0.08 | 0.08 | 0.45 |
| Babysitting | 0.23 | 0 | 0 | -0.26 |
| Babysitting & Adults | 0 | -0.16 | 0.1 | 0 |
| Babysitting & Children | 0 | 0 | 0.07 | 0 |
| Babysitting & Teens | 0.06 | 0 | 0 | 0 |
| Children | -0.28 | -0.09 | 0.09 | 0.28 |
| Stay Home | 0.17 | 1.16 | -0.17 | -1.16 |
| Stay Home & Adults | 0 | 0.24 | 0 | -0.39 |
| Stay Home & Babysitting | 0 | 0.87 | -0.14 | -0.68 |
| Stay Home & Children | 0.18 | 0 | 0 | -0.44 |
| Stay Home Teens | 0.55 | 0.17 | 0 | -0.72 |
| Teens | -0.13 | -0.06 | 0 | 0.59 |
| Teens & Children | -0.12 | -0.86 | 0.43 | 0.54 |

*Permutation based variable importance ranking*

Fig 3 illustrates the mean decrease in accuracy for each of the six factors calculated using permutation based variable importance. The variables are ordered

top-to-bottom (y-axis) from most to least important in classifying the pandemic mitigation strategies: CS>P, CS>SA, P>CS, and P>T. By ranking the population demographic characteristics as described in equation 2 (above), Stay at Home is ranked the most important variable in classifying the four different combinations of pandemic mitigation strategies, which is consistent with the findings from the logistic regression model.

*K-fold variable importance (KFVI) ranking*

Using the KFVI method described previously in the methods section, the following rankings were obtained (Figs 4 and 5) for classifying the four pandemic mitigation methods: CS>P, CS>SA, P>CS, P>T. Figs 4 and 5 illustrate that the removal of the Stay at Home variable has the most profound effect on classifying all four pandemic mitigation methods, while factors Children and Teens rank second for predicting the four pandemic mitigation methods. While the results are consistent with both the permutation based variable importance for the random forest model and the logistic regression, the KFVI ranking method allows for more detailed quantification of the ranking of the population demographics that attribute to prediction of the different pandemic mitigation strategies.

# Discussion

This purpose of the study was to determine: (1) if differences in demographic characteristics results in consistent changes in the recommended mitigation strategies during an influenza pandemic; and, (2) whether changes in demographics have consistent or equal effects across all pandemic influenza mitigation strategies. With the use of conservative statistical methods this study found that: (1) differences in demographic characteristics result in different ranking of pandemic influenza mitigation strategies; and, (2) changes in demographics have unequal effects across pandemic influenza mitigation strategies. As indicated by the logistic regression model, the cost effective (but politically difficult) pandemic influenza mitigation strategy combination of *school closures and child social distancing* (CS) and *school closures and adult social distancing* (SA) had the least amount of predictive power. In contrast, the costly and logistically difficult pandemic influenza mitigation strategy combination of *household member antiviral prophylaxis* (P) and *antiviral treatment* (T) had the most predictive power.

The multinomial regression model, permutation based variable importance ranking, and KFVI methods all had similar results. These methods all indicated that changes in demographics resulted in differing effectiveness of pandemic influenza mitigation strategies and that changes in the community’s demographics resulted in unequal shifts across the effectiveness of all the available influenza mitigation strategies, as illustrated in Table 2. Fig 3 indicates that three of the five most important variables are related to the community’s age structure and two of the five most important variables are related to workplace leave policies. Figs 4 and 5 show the net predictive loss of each influenza mitigation strategy when different demographic characteristics are removed from the model. Under every pandemic influenza mitigation strategy used in the model, the rank order of influenza mitigation strategies changes and the degree of the predictive loss for each demographic characteristic fluctuates. Simply, as the demographics of the community changes, so does the rank order of the most effective pandemic influenza strategies.

Instead of using a one-size fits all approach to mitigating pandemic influenza, the findings of this study imply that pandemic influenza mitigation strategies should be tailored to match the local demographics of the community. Similar to this study, Yang et al. [32] found that children and teens play a critical roll in mitigation of the A H1N1 strain of influenza, likely due to the high contact rate between cases and susceptible individuals. If vaccination is highly effective, then rapid dissemination of the vaccine is imperative to establishing herd immunity before the disease spreads widely through the population [33]. Brown et al. [34] opined that tailored combinations of influenza mitigation policies should be applied to specific age cohorts. Not only should mitigation strategies be tailored to age groups, mitigation strategies should be tailored to easily obtainable local demographics data. As Moss et al. [35] first discussed, the challenge in implementing real and practical pandemic influenza mitigation strategies is enabling local communities to act creatively and independently of the larger public health system. While using local demographics to tailor pandemic influenza mitigation strategy at the national level is likely untenable, local communities typically have less difficulty implementing potentially controversial policy and should be able to apply specific mitigation strategies to best meet the needs of their people. Regardless of which pandemic influenza mitigation strategies are used and the models use to test their likely performance, early detection of influenza outbreaks is imperative and global biosurveillance systems must be improved [36].

This study had several limitations. In this study a simulated population was used to test whether or not demographics matter in the selection of appropriate mitigation strategies. Optimally, actual demographic data and attack rates could be obtained from communities and then could be used to more accurately simulate and predict the effectiveness of pandemic influenza mitigation strategies. The 90% compliance rate for agents in the models was likely much higher than most community compliance rates, and the model assumes that the community does not have any outside contact with neighboring communities.

Future research and agent-based models should focus on incorporating more complexity into the models. Specifically, incorporating actual community demographics data will increase the validity of models. Geospatial models that incorporate the exchange of infected and susceptible people between neighboring communities can improve the predictive power. Lastly, detailed reference data on age specific attack rates from serologic tests and data collected on the specific application of pandemic influenza mitigation strategies to the community would enable modelers to better calibrate basic reproductive rates while providing the means to externally validate pandemic influenza models.
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